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VISION STATEMENT OF VELLORE INSTITUTE OF TECHNOLOGY 

 

Transforming life through excellence in education and research. 

 

MISSION STATEMENT OF VELLORE INSTITUTE OF 

TECHNOLOGY 

 

World class Education: Excellence in education, grounded in ethics and 

critical thinking, for improvement of life. 

Cutting edge Research: An innovation ecosystem to extend knowledge and 

solve critical problems. 

Impactful People: Happy, accountable, caring and effective workforce and 

students. 

Rewarding Co-creations: Active collaboration with national & international 

industries & universities for productivity and economic development. 

Service to Society: Service to the region and world through knowledge and 

compassion. 
 

VISION STATEMENT OF THE SCHOOL OF COMPUTER SCIENCE AND 

ENGINEERING 

 
To be a world-renowned centre of education, research and service in computing and 

allied domains. 

 
MISSION STATEMENT OF THE SCHOOL OF COMPUTER SCIENCE 

AND ENGINEERING 

 To offer computing education programs with the goal that the students become 

technically competent and develop lifelong learning skill. 

 

 To undertake path-breaking research that creates new computing technologies and 

solutions for industry and society at large. 

 

 To foster vibrant outreach programs for industry, research organizations, academia 

and society. 
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B.Tech-CSE (Spl. in Data Science) 
 

 

 

1. Graduates will be engineering practitioners and leaders, who would help solve 

industry’s technological problems. 

2. Graduates will be engineering professionals, innovators or entrepreneurs 

engaged in technology development, technology deployment, or engineering 

system implementation in industry. 

3. Graduates will function in their profession with social awareness and 

responsibility. 

 
4. Graduates will interact with their peers in other disciplines in industry and 

society and contribute to the economic growth of the country. 

5. Graduates will be successful in pursuing higher studies in engineering or 

management. 

6. Graduates will pursue career paths in teaching or research. 

PROGRAMME EDUCATIONAL OBJECTIVES (PEOs) 
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PROGRAMME OUTCOMES (POs) 

 
PO_01: Having an ability to apply mathematics and science in engineering 

applications. 

PO_02: Having a clear understanding of the subject related concepts and of 

contemporary issues and apply them to identify, formulate and analyse complex 

engineering problems. 

PO_03: Having an ability to design a component or a product applying all the 

relevant standards and with realistic constraints, including public health, safety, 

culture, society and environment 

PO_04: Having an ability to design and conduct experiments, as well as to analyse 

and interpret data, and synthesis of information 

PO_05: Having an ability to use techniques, skills, resources and modern 

engineering and IT tools necessary for engineering practice 

PO_06: Having problem solving ability- to assess social issues (societal, health, 

safety, legal and cultural) and engineering problems 

PO_07: Having adaptive thinking and adaptability in relation to environmental 

context and sustainable development 

PO_08: Having a clear understanding of professional and ethical responsibility 

PO_09: Having cross cultural competency exhibited by working as a member or 

in teams 

PO_10: Having a good working knowledge of communicating in English – 

communication with engineering community and society 

PO_11: Having a good cognitive load management skills related to project 

management and finance 

PO_12: Having interest and recognise the need for independent and lifelong 

learning
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1. Apply computing theory, languages and algorithms, as well as mathematical and 

statistical models, and the principles of optimization to appropriately formulate and 

use data analysis. 

2. Apply the principles and techniques of database design, administration, and 

implementation to enhance data collection capabilities and decision-support 

systems. Ability to critique the role of information and analytics in supporting 

business processes and functions. 

3. Invent and use appropriate models of data analysis, assess the quality of input, 

derive insight from results, and investigate potential issues. Also to organize big data 

sets into meaningful structures, incorporating data profiling and quality standards. 

PROGRAMME SPECIFIC OUTCOMES (PSOs) 
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      SCHOOL OF COMPUTER SCIENCE AND ENGINEERING 

    B.Tech – CSE with specialization in Data Science 
Curriculum for 2021-2022 Batch 

 

CREDIT INFO 

S.no Catagory Credits 

1 Foundation Core 55 

2 Discipline-linked Engineering Sciences 12 

3 Discipline Core 44 

4 Specialization Elective 21 

5 Projects and Internship 9 

6 Open Elective 9 

7 Bridge Course 0 

8 Non-graded Core Requirement 11 

 

Total Credits 
161 

 

Foundation Core 

sl.no Course Code Course Title Course Type Ver 

sio 

n 

L T P J Credits 

1 BCHY101L Engineering Chemistry Theory Only 1.0 3 0 0 0 3.0 

2 BCHY101P Engineering Chemistry Lab Lab Only 1.0 0 0 2 0 1.0 

3 BCSE101E Computer Programming: Python 
Embedded Theory 

and Lab 

1.0 1 0 4 0 3.0 

4 BCSE102L Structured and Object-Oriented Programming Theory Only 1.0 2 0 0 0 2.0 

5 BCSE102P Structured and Object-Oriented Programming Lab Lab Only 1.0 0 0 4 0 2.0 

6 BCSE103E Computer Programming: Java 
Embedded Theory 

and Lab 

1.0 1 0 4 0 3.0 

7 BECE101L Basic Electronics Theory Only 1.0 2 0 0 0 2.0 

8 BECE101P Basic Electronics Lab Lab Only 1.0 0 0 2 0 1.0 

9 BEEE101L Basic Electrical Engineering Theory Only 1.0 2 0 0 0 2.0 

10 BEEE101P Basic Electrical Engineering Lab Lab Only 1.0 0 0 2 0 1.0 

11 BENG101L Technical English Communication Theory Only 1.0 2 0 0 0 2.0 

12 BENG101P Technical English Communication Lab Lab Only 1.0 0 0 2 0 1.0 

13 BENG102P Technical Report Writing Lab Only 1.0 0 0 2 0 1.0 

14 BFLE200L B.Tech. Foreign Language - 2021 Basket 1.0 0 0 0 0 2.0 

15 BHSM200L B.Tech. HSM Elective - 2021 Basket 1.0 0 0 0 0 3.0 

16 BMAT101L Calculus Theory Only 1.0 3 0 0 0 3.0 

17 BMAT101P Calculus Lab Lab Only 1.0 0 0 2 0 1.0 

18 BMAT102L Differential Equations and Transforms Theory Only 1.0 3 1 0 0 4.0 

19 BMAT201L Complex Variables and Linear Algebra Theory Only 1.0 3 1 0 0 4.0 

20 BMAT202L Probability and Statistics Theory Only 1.0 3 0 0 0 3.0 

21 BMAT202P Probability and Statistics Lab Lab Only 1.0 0 0 2 0 1.0 
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22 BPHY101L Engineering Physics Theory Only 1.0 3 0 0 0 3.0 

23 BPHY101P Engineering Physics Lab Lab Only 1.0 0 0 2 0 1.0 

24 BSTS101P Quantitative Skills Practice I Soft Skill 1.0 0 0 3 0 1.5 

25 BSTS102P Quantitative Skills Practice II Soft Skill 1.0 0 0 3 0 1.5 

26 BSTS201P Qualitative Skills Practice I Soft Skill 1.0 0 0 3 0 1.5 

 

27 BSTS202P Qualitative Skills Practice II Soft Skill 1.0 0 0 3 0 1.5 

 

Discipline-linked Engineering Sciences 

sl.no Course Code Course Title Course Type Ver 

sio 

n 

L T P J Credits 

1 BECE102L Digital Systems Design Theory Only 1.0 3 0 0 0 3.0 

2 BECE102P Digital Systems Design Lab Lab Only 1.0 0 0 2 0 1.0 

3 BECE204L Microprocessors and Microcontrollers Theory Only 1.0 3 0 0 0 3.0 

4 BECE204P Microprocessors and Microcontrollers Lab Lab Only 1.0 0 0 2 0 1.0 

5 BMAT205L Discrete Mathematics and Graph Theory Theory Only 1.0 3 1 0 0 4.0 

Discipline Core 

sl.no Course Code Course Title Course Type Ver 

sio 

n 

L T P J Credits 

1 BCSE202L Data Structures and Algorithms Theory Only 1.0 3 0 0 0 3.0 

2 BCSE202P Data Structures and Algorithms Lab Lab Only 1.0 0 0 2 0 1.0 

3 BCSE204L Design and Analysis of Algorithms Theory Only 1.0 3 0 0 0 3.0 

4 BCSE204P Design and Analysis of Algorithms Lab Lab Only 1.0 0 0 2 0 1.0 

5 BCSE205L Computer Architecture and Organization Theory Only 1.0 3 0 0 0 3.0 

6 BCSE301L Software Engineering Theory Only 1.0 3 0 0 0 3.0 

7 BCSE301P Software Engineering Lab Lab Only 1.0 0 0 2 0 1.0 

8 BCSE302L Database Systems Theory Only 1.0 3 0 0 0 3.0 

9 BCSE302P Database Systems Lab Lab Only 1.0 0 0 2 0 1.0 

10 BCSE303L Operating Systems Theory Only 1.0 3 0 0 0 3.0 

11 BCSE303P Operating Systems Lab Lab Only 1.0 0 0 2 0 1.0 

12 BCSE304L Theory of Computation Theory Only 1.0 3 0 0 0 3.0 

13 BCSE305L Embedded Systems Theory Only 1.0 3 0 0 0 3.0 

14 BCSE306L Artificial Intelligence Theory Only 1.0 3 0 0 0 3.0 

15 BCSE307L Compiler Design Theory Only 1.0 3 0 0 0 3.0 

16 BCSE307P Compiler Design Lab Lab Only 1.0 0 0 2 0 1.0 

17 BCSE308L Computer Networks Theory Only 1.0 3 0 0 0 3.0 

18 BCSE308P Computer Networks Lab Lab Only 1.0 0 0 2 0 1.0 

19 BCSE309L Cryptography and Network Security Theory Only 1.0 3 0 0 0 3.0 

20 BCSE309P Cryptography and Network Security Lab Lab Only 1.0 0 0 2 0 1.0 

 

 

sl.no Course Code 

Specialization Elective 
 

sl.no Course Code 

 
 
 
1 BCSE206L 

Course Title 

 
 
 
Foundations of Data Science 

Course Type Ver L T P J 

sio 

n 
 

Theory Only 1.0 3 0 0 0 

Credits 

 
 
 
3.0
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Specialization Elective 
 

2 BCSE207L 
 

3 BCSE207P 
 

4 BCSE208L 
 

5 BCSE208P 
 

6 BCSE209L 
 

7 BCSE209P 
 

8 BCSE331L 
 

9 BCSE331P 
 

10 BCSE332L 
 

11 BCSE332P 
 

12 BCSE333L 
 

13 BCSE333P 
 

14 BCSE334L 
 

15 BCSE335L 
 

16 BCSE336L 
 

17 BCSE336P 

Programming for Data Science 
 

Programming for Data Science Lab 
 

Data Mining 
 

Data Mining Lab 
 

Machine Learning 
 

Machine Learning Lab 
 

Exploratory Data Analysis 
 

Exploratory Data Analysis Lab 
 

Deep Learning 
 

Deep Learning Lab 
 

Statistical Inference 
 

Statistical Inference Lab 
 

Predictive Analytics 
 

Healthcare Data Analytics 
 

Financial Data Analytics 
 

Financial Data Analytics Lab 

Theory Only 
 

Lab Only 
 

Theory Only 
 

Lab Only 
 

Theory Only 
 

Lab Only 
 

Theory Only 
 

Lab Only 
 

Theory Only 
 

Lab Only 
 

Theory Only 
 

Lab Only 
 

Theory Only 
 

Theory Only 
 

Theory Only 
 

Lab Only 

1.0 2 0 0 0 2.0 
 

1.0 0 0 2 0 1.0 
 

1.0 2 0 0 0 2.0 
 

1.0 0 0 2 0 1.0 
 

1.0 3 0 0 0 3.0 
 

1.0 0 0 2 0 1.0 
 

1.0 2 0 0 0 2.0 
 

1.0 0 0 2 0 1.0 
 

1.0 3 0 0 0 3.0 
 

1.0 0 0 2 0 1.0 
 

1.0 2 0 0 0 2.0 
 

1.0 0 0 2 0 1.0 
 

1.0 3 0 0 0 3.0 
 

1.0 3 0 0 0 3.0 
 

1.0 2 0 0 0 2.0 
 

1.0 0 0 2 0 1.0 

Course Type  

Projects and Internship 
 

sl.no Course Code 

 
 
 
1 BCSE399J 
 

2 BCSE497J 
 

3 BCSE498J 
 

4 BCSE499J 

 
 
 
 
sl.no Course Code 

 
 
 
1 BCSE351E 

 
 

2 BCSE352E 

 
 

3 BSTS301P 
 

4 BSTS302P 
 

5 CFOC102M 
 

6 CFOC103M 
 

7 CFOC104M 
 

8 CFOC105M 
 

9 CFOC109M 
 

10 CFOC112M 
 

11 CFOC118M 

Course Title 

 
 
 
Summer Industrial Internship 
 

Project - I 
 

Project - II / Internship 
 

One Semester Internship 

 
 

Open Elective 
 

Course Title 

 
 
 
Foundation of Data Analytics 

 
 

Essentials of Data Analytics 

 
 

Advanced Competitive Coding - I 
 

Advanced Competitive Coding - II 
 

Introduction to Cognitive Psychology 
 

Introduction to Political Theory 
 

Six Sigma 
 

Emotional Intelligence 
 

Design Thinking - A Primer 
 

Sociology of Science 
 

Practical Machine Learning with Tensorflow 

Course Type Ver L T P J 

sio 

n 
 

Project 1.0 0 0 0 0 
 

Project 1.0 0 0 0 0 
 

Project 1.0 0 0 0 0 
 

Project 1.0 0 0 0 0 

 
 
 
 
Course Type Ver L T P J 

sio 

n 
 

Embedded 1.0 1 0 2 0 

Theory and Lab 

Embedded 1.0 1 0 2 0 

Theory and Lab 

Soft Skill 1.0 0 0 3 0 
 

Soft Skill 1.0 0 0 3 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 

Credits 

 
 
 
1.0 
 

3.0 
 

5.0 
 

14.0 

 
 
 
 
Credits 

 
 
 
2.0 

 
 

2.0 

 
 

1.5 
 

1.5 
 

3.0 
 

3.0 
 

3.0 
 

2.0 
 

1.0 
 

1.0 
 

2.0
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12 CFOC133M 
 

13 CFOC152M 
 

14 CFOC165M 
 

15 CFOC188M 
 

16 CFOC190M 
 

17 CFOC191M 
 

18 CFOC193M 

 
 

19 CFOC197M 
 

20 CFOC203M 
 

21 CFOC207M 

 
 

22 CFOC227M 
 

23 CFOC232M 
 

24 CFOC235M 
 

25 CFOC236M 
 

26 CFOC253M 
 

27 CFOC257M 

 
 

28 CFOC258M 
 

29 CFOC282M 
 

30 CFOC329M 
 

31 CFOC332M 
 

32 CFOC356M 
 

33 CFOC365M 
 

34 CFOC384M 
 

35 CFOC388M 
 

36 CFOC391M 
 

37 CFOC395M 
 

38 CFOC397M 
 

39 CFOC400M 
 

40 CFOC401M 
 

41 CFOC402M 
 

42 CFOC405M 
 

43 CFOC406M 
 

44 CFOC407M 
 

45 CFOC408M 

 
 

46 CFOC416M 
 

47 CFOC419M 
 

48 CFOC442M 
 

49 CFOC475M 
 

50 CFOC488M 
 

51 CFOC490M 

Open Elective 
 

E-Business 
 

Pattern Recognition and Application 
 

Software testing 
 

Ethical Hacking 
 

Positive Psychology 
 

Forests and their Management 
 

Bioengineering: An Interface with Biology and 

Medicine 

Bio-Informatics: Algorithms and Applications 
 

Natural Hazards 
 

Electronic Waste Management - Issues And 

Challenges 

GPU Architectures and Programming 
 

Consumer Behaviour 
 

Rocket Propulsion 
 

Aircraft Maintenance 
 

Plastic Waste Management 
 

Earthquake Geology: A tool for Seismic Hazard 

Assessment 

Introduction to Geographic Information Systems 
 

Waste to Energy Conversion 
 

Design, Technology and Innovation 
 

Fundamentals of Automotive Systems 
 

Analog Circuits 
 

Evolution of Air Interface towards 5G 
 

Entrepreneurship Essentials 
 

Energy Resources, Economics and Environment 
 

Effective Writing 
 

Speaking Effectively 
 

Intellectual Property 
 

Language and Mind 
 

The Nineteenth - Century English Novel 
 

Introduction to World Literature 
 

Economic Growth & Development 
 

Human Behaviour 
 

Introduction to Modern Indian Political Thought 
 

English Literature of the Romantic Period, 1798 -

1832 

Feminism : Concepts and Theories 
 

Basic Real Analysis 
 

Robotics and Control : Theory and Practice 
 

IC Engines and Gas Turbines 
 

Business Analytics For Management Decision 
 

Sales and Distribution Management 

 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 2.0 

 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 1.0 

 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 1.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 3.0 

 
 

Online Course 1.0 0 0 0 0 1.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 1.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 2.0 

 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 2.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 3.0 
 

Online Course 1.0 0 0 0 0 2.0
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52 CFOC493M 
 

53 CFOC494M 
 

54 CFOC495M 
 

55 CFOC496M 
 

56 CFOC497M 
 

57 CFOC498M 
 

58 CFOC499M 
 

59 CFOC500M 
 

60 CFOC503M 
 

61 CFOC505M 
 

62 CFOC508M 
 

63 CFOC543M 
 

64 CFOC550M 
 

65 CFOC570M 
 

66 CFOC575M 
 

67 CFOC578M 
 

68 CFOC591M 
 

69 CFOC593M 
 

70 CFOC594M 
 

71 CFOC595M 

 
 
 
 
sl.no Course Code 

 
 
 
1 BENG101N 

Open Elective 
 

Management of Inventory Systems 
 

Quality Design And Control 
 

Foundation Course in Managerial Economics 
 

Engineering Econometrics 
 

Financial Statement Analysis and Reporting 
 

Business Statistics 
 

Global Marketing Management 
 

Marketing Research and Analysis - II 
 

Marketing Analytics 
 

Management of Commercial Banking 
 

Entrepreneurship 
 

International Business 
 

Numerical Analysis 
 

Public Speaking 
 

Wildlife Ecology 
 

Wastewater Treatment And Recycling 
 

Principles Of Management 
 

Corporate Finance 
 

Customer Relationship Management 
 

Urbanization and Environment 

 
 

Bridge Course 
 

Course Title 

 
 
 
Effective English Communication 

 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 2.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 

 
 
 
 
Course Type Ver L T P J 

sio 

n 
 

Lab Only 1.0 0 0 4 0 

 

3.0 
 

3.0 
 

2.0 
 

3.0 
 

3.0 
 

3.0 
 

2.0 
 

3.0 
 

3.0 
 

3.0 
 

3.0 
 

3.0 
 

4.0 
 

3.0 
 

3.0 
 

3.0 
 

3.0 
 

2.0 
 

2.0 
 

2.0 

 
 
 
 
Credits 

 
 
 
2.0 

 
 

Non-graded Core Requirement 
 

sl.no Course Code 

 
 
 
1 BCHY102N 
 

2 BCSE101N 
 

3 BEXC100N 

 
 

4 BHUM101N 
 

5 BSSC101N 
 

6 BSSC102N 

Course Title 

 
 
 
Environmental Sciences 
 

Introduction to Engineering 
 

Extracurricular Activities / Co-Curricular Activities -

B.Tech. Programmes 

Ethics and Values 
 

Essence of Traditional Knowledge 
 

Indian Constitution 

Course Type Ver L T P J 

sio 

n 
 

Online Course 1.0 0 0 0 0 
 

Project 1.0 0 0 0 0 
 

Basket 1.0 0 0 0 0 

 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 
 

Online Course 1.0 0 0 0 0 

Credits 

 
 
 
2.0 
 

1.0 
 

2.0 

 
 

2.0 
 

2.0 
 

2..0
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BCSE102P Structured and Object-Oriented Programming Lab L T P C 

  0 0 4 2 

Pre-requisite NIL Syllabus version 

  1.0 

Course Objectives 

1. To impart the basic constructs in structured programming and object-oriented 
programming paradigms. 

2. To inculcate the insights and benefits in accessing memory locations by 
implementing real world problems. 

3. To solve real world problems through appropriate programming paradigms. 

 

Course Outcome 

At the end of the course, students should be able to: 
1. Understand different programming language constructs and decision-making 

statements; manipulate data as a group. 
2. Recognize the application of modular programming approach; create user defined 

data types and idealize the role of pointers. 
3. Comprehend various elements of object-oriented programing paradigm; propose 

solutions through inheritance and polymorphism; identify the appropriate data 
structure for the given problem and devise solution using generic programming 
techniques. 

 

Indicative Experiments  

1. Programs using basic control structures, branching and looping 

2. Experiment the use of 1-D, 2-D arrays and strings and Functions 

3. Demonstrate the application of pointers  

4. Experiment structures and unions 

5. Programs on basic Object-Oriented Programming constructs. 

6. Demonstrate various categories of inheritance 

7. Program to apply kinds of polymorphism. 

8. Develop generic templates and Standard Template Libraries. 

Total Laboratory Hours 60 hours 

Text Book(s) 

1. Robert C. Seacord, Effective C: An Introduction to Professional C Programming,  
1st Edition, No Starch Press, 2020. 

Reference Book(s) 

1. Vardan Grigoryan and Shunguang Wu, Expert C++: Become a proficient programmer by  
learning coding best practices with C++17 and C++20's latest features, 1st Edition, 
Packt Publishing Limited, 2020. 

Mode of assessment: Continuous assessments and FAT. 

Recommended by Board of Studies 03.07.2021 

Approved by Academic Council No. 63 Date 23.09.2021 







































































Course code Course Title L T P C 
BCSE206L Foundations of Data Science 3 0 0 3 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. To provide fundamental knowledge on data science with querying and analytics
required for the field of data science.

2. To understand the process of handling heterogeneous data, pre-process and
visualize them for better understanding.

3. To gain the fundamental knowledge on data science tools and gain basic skill set to
solve real-time data science problems.

Course Outcome 
Upon completion of the course the student will be able to 

1. Ability to obtain fundamental knowledge on data science.
2. Demonstrate proficiency in data analytics.
3. Apply advanced tools to work on dimensionality reduction and mathematical

operations.
4. Handle various types of data and visualize them using through programming for

knowledge representation.
5. Demonstrate numerous open source data science tools to solve real-world

problems through industrial case studies.

Module:1 Data Science Context 5 hours 
Need for Data Science – What is Data Science - Data Science Process – Business 
Intelligence and Data Science – Prerequisites for a Data Scientist – Tools and Skills 
required. 
Module:2 Databases for Data Science  7 hours 
Structured Query Language (SQL): Basic Statistics, Data Munging, Filtering, Joins, 
Aggregation, Window Functions, Ordered Data, preparing  No-SQL: Document Databases, 
Wide-column Databases and Graphical Databases. 
Module:3 Data Science Methodology 8 hours 
Analytics for Data Science – Examples of Data Analytics – Data Analytics Lifecycle: Data 
Discovery, Data Preparation, Model Planning, Model Building, Communicate Results. 
Module:4 Data Analytics on Text 7 hours 
Major Text Mining Areas – Information Retrieval – Data Mining – Natural Language 
Processing NLP) – Text analytics tasks: Cleaning and Parsing, Searching, Retrieval, Text 
Mining, Part-of-Speech Tagging, Stemming, Text Analytics Pipeline. NLP: Major 
components of NLP, stages of NLP, and NLP applications. 
Module:5 Platform for Data Science 6 hours 
Python for Data Science –Python Libraries – Data Frame Manipulation with numpy and 
pandas – Exploration Data Analysis – Time Series Dataset – Clustering with Python – 
Dimensionality Reduction. Python integrated Development Environments (IDE) for Data 
Science. 
Module:6 GNU Octave for Mathematical Operations 6 hours 
Handling Vectors and Matrices: Multiplication, Transpose, Random Matrix creation, Eigen 
Vectors and Eigen Values, Determinants. Arithmetic Operations – Set Operations – Plotting 
Data. 
Module:7 Tableau 4 hours 
Tableau Introduction – Dimensions, Measures, Descriptive Statistics, Basic Charts, 
Dashboard Design Principles, Special Chart Types, Integrate Tableau with Google Sheets. 
Module:8 Contemporary Issues 2 hours 

Item 66/20 - Annexure - 16
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Total Lecture hours: 45 hours 

Text Book(s) 

1. 
Sanjeev Wagh, Manisha Bhende, Anuradha Thakare, ‘Fundamentals of Data Science, 
CRC Press, 1st Edition, 2022. 

Reference Books 
1. Avrim Blum, John Hopcroft, Ravindran Kannan, “Foundations of Data Science”, 

Cambridge University Press, First Edition, 2020. 

2. Joel Grus, “Data Science from Scratch: First Principles with Python”, O’Reilly Media, 1st 
Edition, 2015. 

3. Ani Adhikari and John DeNero, ‘Computational and Inferential Thinking: The 
Foundations of Data Science’, GitBook, 2019. 

Mode of Evaluation : Continuous Assessment Tests, Quizzes, Assignment, Final 
Assessment Test 
Recommended by Board of Studies 12-05-2022
Approved by Academic Council No. 66 Date 16-06-2022
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Course code Course Title L T P C 
BCSE207L Programming for Data Science 2 0 0 2 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. To provide necessary knowledge on data manipulation and to perform analysis on
the practical problems using a programming approach.

2. To generate report and visualize the results in graphical form using programming
tools.

3. To learn and implement R programs for data science.

Course Outcome 
Upon completion of the course, the student will be able to 

1. Engrave and use R language to solve problems.
2. Design a suitable form for analysis from real-time data.
3. Formulate insights from the data through statistical inferences.
4. Evaluate and visualize the results, analyze the performance of the models.

Module:1 Functions in R 2 hours 
Programming with R- Running R Code - Including Comments - Defining Variables, 
Functions -Built-in R Functions - Loading Functions - Writing Functions - Using Conditional 
Statements. 
Module:2 Vectors and Lists 3 hours 
Vector - Vectorized Operations - Vector Indices - Vector Filtering - Modifying Vectors, Lists - 
Creating Lists - Accessing List Elements - Modifying Lists- Applying Functions to Lists with 
lapply(). 
Module:3 Data Wrangling 4 hours 
Understanding Data - The Data Generation Process - Finding Data - Types of Data - 
Interpreting Data - Using Data to Answer Questions - Data Frames - Working with Data 
Frames -Working with CSV Data. 
Module:4 Manipulating Data with dplyr and tidyr 5 hours 
Data Manipulation - Core dplyr Functions- Performing Sequential Operations -Analyzing 
Data Frames by Group - Joining Data Frames Together - dplyr in Action: Analyzing Flight 
Data- Reshaping Data with tidyr  -From Columns to Rows: gather() - From Rows to 
Columns: spread() - tidyr in Action: Exploring Educational Statistics. 
Module:5 Accessing Databases and Web APIs 5 hours 
An Overview of Relational Databases -A Taste of SQL-Accessing a Database from R -
Accessing Web APIs -RESTful Requests -Accessing Web APIs from R -Processing JSON 
Data -APIs in Action: Finding Cuban Food in Seattle. 
Module:6 Data Visualization 6 hours 
Designing Data Visualizations - The Purpose of Visualization - Selecting Visual Layouts - 
Choosing Effective Graphical Encodings - Expressive Data Displays - Enhancing Aesthetics 
- Creating Visualizations with ggplot2- A Grammar of Graphics - Basic Plotting with ggplot2 -
Complex Layouts and Customization - Building Maps- ggplot2 in Action: A case study.
Module:7 Interactive Visualization in R 3 hours 
The Plotly Package - The Rbokeh Package - The Leaflet Package - Interactive Visualization 
in Action: Exploring Changes to the City of Seattle. 
Module:8 Contemporary Issues 2 hours 

Total Lecture hours: 30 hours 

Text Book(s) 
1. Michael Freeman and Joel Ross, Programming Skills for Data Science: Start Writing 
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Code to Wrangle, Analyze, and Visualize Data with R, Addison-Wesley, 2018. 
Reference Books 
1. Benjamin S. Baumer, Daniel T. Kaplan and Nicholas J. Horton, Modern Data Science 

with R, Chapman and Hall/CRC, 2021. 
2. John Mount and Nina Zumel, Practical Data Science with R, 2nd edition, Wiley, 2019.  
Mode of Evaluation : Continuous Assessment Tests, Quizzes, Assignment, Final 
Assessment Test 
Recommended by Board of Studies 12-05-2022
Approved by Academic Council No. 66 Date 16-06-2022

Item 66/20 - Annexure - 16

Proceedings of the 66th Academic Council (16.06.2022) 325



Course code Course Title L T P C 
BCSE207P Programming for Data Science Lab 0 0 2 1 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. To provide necessary knowledge on data manipulation and to perform analysis on
the practical problems using statistical and machine learning approach.

2. To generate report and visualize the results in graphical form using programming
tools.

3. To learn and implement R programs for data science.

Course Outcome 
Upon completion of the course, the student will be able to 

1. Program and use R language to solve problems.
2. Design a suitable form for analysis from real-time data.
3. Formulate insights from the data through statistical inferences.
4. Evaluate and visualize the results, analyze the performance of the models.

Indicative Experiments 
1. Functions in R 4 hours 
2. Vectors and Lists 2 hours 
3. Data Frames 4 hours 
4. Handling Missing Data 4 hours 
5. Manipulating Data with dplyr and tidyr 2 hours 
6. Processing JSON Data 2 hours 
7. APIs 3 hours 
8 Data Visualization  3 hours 
9. Interactive Visualization in R 3 hours 

10. Case Study 3 hours 
Total Laboratory Hours 30 hours 

Mode of assessment: Continuous assessment / FAT / Oral examination and others 
Recommended by Board of Studies 12-05-2022
Approved by Academic Council No. 66 Date 16-06-2022
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Course code Course Title L T P C 
BCSE208L Data Mining 2 0 0 2 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. To introduce the fundamental processes data warehousing and major issues in data
mining.

2. To impart the knowledge on various data mining concepts and techniques that can
be applied to text mining, web mining etc.

3. To develop the knowledge for application of data mining and social impacts of data
mining.

Course Outcome 
Upon completion of the course the student will be able to 

1. Interpret the contribution of data warehousing and data mining to the decision-
support systems.

2. Construct the data needed for data mining using preprocessing techniques.
3. Discover interesting patterns from large amounts of data using Association Rule

Mining.
4. Extract useful information from the labeled data using various classifiers and Compile

unlabeled data into clusters applying various clustering algorithms.
5. Demonstrate capacity to perform a self-directed piece of practical work that requires

the application of data mining techniques.

Module:1 Data Warehousing 4 hours 
Introduction to Data warehouse - Data Warehouse models- Data warehouse architecture: 
Three-tier data warehouse architecture - Data warehouse modeling: Data cube and OLAP – 
Star and Snowflake Schema. 
Module:2 Introduction to Data Mining 3 hours 
Introduction to data mining - Data mining functionalities - Steps in data mining process- 
Classification of data mining systems - Major issues in data mining. 
Module:3 Data Preprocessing 3 hours 
Data Preprocessing: An overview - Data cleaning - Data integration -Data reduction - Data 
transformation. 
Module:4 Frequent Pattern Mining 4 hours 
Frequent Pattern Mining: Basic Concepts and a Road Map - Efficient and scalable frequent 
item set mining methods: Apriori algorithm, FP-Growth algorithm - Mining frequent item sets 
using vertical data format. 
Module:5 Classification Techniques 5 hours 
General approach to classification - Classification by decision tree induction - Bayes 
classification methods - Model evaluation and selection - Techniques to improve 
classification accuracy - advanced classification methods: Bayesian belief networks- Lazy 
learners. 
Module:6 Cluster Analysis 5 hours 
Types of data in cluster analysis - Partitioning methods - K Medoid Clustering - Density 
based methods - Grid based methods - Outlier analysis. 
Module:7 Data Mining Trends and Research 

Frontiers 
4 hours 

Overview of Web mining-Temporal and Spatial mining-Other methodologies of data mining: 
Statistical data mining- Data mining applications. 
Module:8 Contemporary Issues 2 hours 
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Total Lecture hours: 30 hours 

Text Book(s) 

1. 
Jiawei Han and Micheline Kamber, Data Mining: Concepts and Techniques, Morgan 
Kaufmann Publishers, third edition, 2013. 

Reference Books 
1. Parteek Bhatia, Data Mining and Data Warehousing: Principles and Practical 

Techniques, Cambridge University Press, 2019. 

2. Pang-Ning Tan, Michael Steinbach, Anuj Karpatne, Vipin Kumar, Introduction to Data 
Mining, Pearson, 2nd Edition, 2019. 

Mode of Evaluation : Continuous Assessment Tests, Quizzes, Assignment, Final 
Assessment Test 
Recommended by Board of Studies 12-05-2022
Approved by Academic Council No. 66 Date 16-06-2022
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Course code Course Title L T P C 
BCSE208P Data Mining Lab 0 0 2 1 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. To introduce the fundamental processes data warehousing and major issues in
data mining.

2. To impart the knowledge on various data mining concepts and techniques that
can be applied to text mining, web mining etc.

3. To develop the knowledge for application of data mining and social impacts of
data mining.

Course Outcome 
1. Interpret the contribution of data warehousing and data mining to the decision-

support systems.
2. Construct the data needed for data mining using preprocessing techniques.
3. Discover interesting patterns from large amounts of data using Association Rule

Mining.
4. Extract useful information from the labeled data using various classifiers and

Compile unlabeled data into clusters applying various clustering algorithms.
5. Demonstrate capacity to perform a self-directed piece of practical work that

requires the application of data mining techniques.

Indicative Experiments 
1. Introduction to exploratory data analysis using R. 
2. Demonstrate the Descriptive Statistics for a sample data like mean, median, 

variance and correlation etc., 
3. Demonstrate Missing value analysis using sample data. 
4. Demo of Apriori algorithm on various data sets with varying confidence and 

support. 
5. Demo of FP Growth algorithm on various data sets with varying confidence and 

support. 
6 Demo on Classification Techniques such as Decision Tree (ID3 / CART), 

Bayesian etc., and using sample data. 
7. Demonstration of Clustering Techniques K-Medoid and Hierarchical. 
8. Demonstration on Document Similarity Techniques and measurements. 
9. Simulation of Page Rank Algorithm. 
10. Demonstration on Hubs and Authorities. 

Total Laboratory Hours 30 hours 
Text Book(s) 
Jiawei Han and Micheline Kamber, Data Mining: Concepts and Techniques, Morgan 
Kaufmann Publishers, third edition, 2013. 
Reference Books 
Parteek Bhatia, Data Mining and Data Warehousing: Principles and Practical 
Techniques, Cambridge University Press, 2019. 
Pang-Ning Tan, Michael Steinbach, Anuj Karpatne, Vipin Kumar, Introduction to Data 
Mining, Pearson, 2nd Edition, 2019. 

Mode of Assessment: Continuous Assessment / FAT / Oral examination and others 
Recommended by Board of Studies 12-05-2022
Approved by Academic Council No. 66 Date 16-06-2022
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Course code Course Title L T P C 
BCSE209L Machine Learning 3 0 0 3 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 
1. To teach the theoretical foundations of various learning algorithms.
2. To train the students better understand the context of supervised and unsupervised

learning through real-life examples.
3. To understand the need for Reinforcement learning in real – time problems.
4. Apply all learning algorithms over appropriate real-time dataset.
5. Evaluate the algorithms based on corresponding metrics identified.

Course Outcome 
At the end of this course, student will be able to: 
1. Understand, visualize, analyze and preprocess the data from a real-time source.
2. Apply appropriate algorithm to the data.
3. Analyze the results of algorithm and convert to appropriate information required for the

real – time application.
4. Evaluate the performance of various algorithms that could be applied to the data and to

suggest most relevant algorithm according to the environment.

Module:1 Introduction to Machine Learning and Pre-
requisites 

4 hours 

Introduction to Machine Learning – Learning Paradigms – PAC learning – Version Spaces – 
Role of Machine Learning in Artificial Intelligence applications. 
Module:2 Supervised Learning – I 7 hours 
Linear and Non-Linear examples – Multi–Class & Multi-Label classification – Linear 
Regression – Multiple Linear Regression – Naïve Bayes Classifier – Decision Trees – ID3 – 
CART – Error bounds. 
Module:3 Supervised Learning – II 8 hours 
K-NN classifier – Logistic regression – Perceptron – Single layer & Multi-layer – Support
Vector Machines – Linear & Non-linear – Metrics & Error Correction.
Module:4 Unsupervised Learning 9 hours 
Clustering basics (Partitioned, Hierarchical and Density based) - K-Means clustering – K-
Mode clustering – Self organizing maps – Expectation maximization – Principal Component 
Analysis – Kernel PCA – tSNE (t-distributed stochastic neighbor embedding) - Metrics & 
Error Correction. 
Module:5 Ensemble Learning 5 hours 
Bias – Variance Tradeoff – Bagging and Boosting (Random forests, Adaboost, XG boost 
inclusive) – Metrics & Error Correction. 
Module:6 Machine Learning in Practice 3 hours 
Class Imbalance – SMOTE – One Class SVM – Optimization of hyper parameters. 
Module:7 Reinforcement Learning (RL) 8 hours 
Basics of RL – RL Framework – Markov Decision Process – Exploration Vs Exploitation - 
Polices, Value Functions and Bellman Equations – Solution Methods – Q-learning. 
Module:8 Contemporary Issues 1 hour 

Total Lecture hours: 45 hours 

Text Book(s) 

1. 
Ethem Alpaydin, Introduction to Machine Learning, MIT Press, Prentice Hall of India, 
Third Edition 2014. 
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2. 
Richard S. Sutton and Andrew G. Barto, Reinforcement Learning: An Introduction 
(Adaptive Computation and Machine Learning series) 2nd edition, A Bradford Book; 
2018. 

Reference Books 
1. Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine 

Learning, MIT Press, 2012. 
2. Tom Mitchell, Machine Learning, McGraw Hill, 3rd Edition, 1997. 
3. Charu C. Aggarwal, Data Classification Algorithms and Applications, CRC Press, 2014 
Mode of Evaluation : Continuous Assessment Tests, Quizzes, Assignment, Final 
Assessment Test 
Recommended by Board of Studies 09-05-2022
Approved by Academic Council No. 66 Date 16-06-2022
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Course code Course Title L T P C 
BCSE209P Machine Learning Lab 0 0 2 1 
Pre-requisite Nil Syllabus version 

1.0 
Course Objectives 

1. To teach the theoretical foundations of various learning algorithms.
2. To train the students better understand the context of supervised and

unsupervised learning through real-life examples.
3. To understand the need for Reinforcement learning in real – time problems.
4. Apply all learning algorithms over appropriate real-time dataset.
5. Evaluate the algorithms based on corresponding metrics identified.

Course Outcome 
1. At the end of this course, student will be able to:
2. Understand, visualize, analyze and preprocess the data from a real-time

source.
3. Apply appropriate algorithm to the data.
4. Analyze the results of algorithm and convert to appropriate information

required for the real – time application.
5. Evaluate the performance of various algorithms that could be applied to the

data and to suggest most relevant algorithm according to the environment.
Indicative Experiments 
1. Linear & Multiple Linear Regression 
2. Naïve Bayes classifier 
3. Decision trees – ID3 & CART 
4. Logistic regression 
5. Support Vector Machines – Linear & Non-linear 
6. Single & Multilayer Perceptron 
7. K-NN, K-Means & K-mode clustering
8. Random – forest 
9. Adaboost, XGboost 
10. Principal component analysis 
11. Self – Organizing maps 
12. Q-Learning

Total Laboratory Hours 30 hours 
Mode of Evaluation: CAT / Mid-Term Lab/ FAT 

Recommended by Board of Studies 09-05-2022
Approved by Academic Council No. 66 Date 16-06-2022
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Course code Course Title L T P C 
BCSE331L Exploratory Data Analysis 2 0 0 2 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. The course introduces the methods for data preparation and data understanding.
2. It covers essential exploratory techniques for understanding multivariate data by

summarizing it through statistical and graphical methods.
3. Supports to summarize use of predictive analytics, data science and data

visualization.

Course Outcomes 
At the end of the course, the student will be able to 

1. Handle missing data in the real world data sets by choosing appropriate
methods.

2. Summarize the data using basic statistics. Visualize the data using basic
graphs and plots.

3. Identify the outliers if any in the data set.
4. Choose appropriate feature selection and dimensionality reduction.
5. Apply Techniques for handling multi-dimensional data.

Module:1 Introduction to Exploratory Data Analysis 4 hours 
Introduction to Exploratory Data Analysis (EDA) –Steps in EDA, Data Types: Numerical 
Data – Discrete data, continuous data – Categorical data – Measurement Scales: Nominal, 
Ordinal, Interval, Ratio – Comparing EDA with classical and Bayesian Analysis – Software 
tools for EDA. 
Module:2 Data Transformation 4 hours 
Transformation Techniques: Performing data deduplication - replacing values – 
Discretization and binning. Introduction to Missing data, handling missing data: Traditional 
methods - Maximum Likelihood Estimation. 
Module:3 Correlation Analysis and Time Series 

Analysis 
4 hours 

Types of analysis: Univariate analysis - bivariate analysis - multivariate analysis. Time Series 
Analysis (TSA): Fundamentals of TSA - characteristics of TSA – Time based indexing - 
visualizing time series – grouping time series data - resampling time series data.  
Module:4 Data Summarization and Visualization 4 hours 
Statistical summary measures, data elaboration, 1-D Statistical data analysis, 2-D Statistical 
data Analysis, contingency tables, n-D Statistical data analysis. Visualization: Scatter plots – 
Dot charts - Bar plots. 
Module:5 Clustering Algorithms 4 hours 
Introduction to Spectral clustering – Document clustering – Minimum Spanning Tree 
clustering. Overview of Model-based clustering – Expectation-Maximization algorithm – 
Hierarchical Agglomerative model-based clustering. Outlier detection using Clustering. 
Module:6 Dimensionality Reduction 4 hours 
Linear Methods: Principal Component Analysis (PCA) – Singular Value Decomposition – 
Factor Analysis -Intrinsic Dimensionality. Non Linear methods: Multidimensional Scaling – 
Manifold Learning – Self-Organizing Maps. 
Module:7 Model Development and Evaluation 4 hours 
Constructing linear regression model – evaluation – computing accuracy – understanding 
accuracy. Understanding reinforcement learning: Difference between supervised and 
reinforcement learning – Applications of reinforcement learning. 
Module:8 Contemporary Issues 2 hours 
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Total Lecture hours: 30hours 

Text Book(s) 
1. 

2. 

Suresh Kumar Mukhiya, Usman Ahmed, “Hands-On Exploratory Data Analysis with 
Python” 1st Edition, 2020, Packt Publishing. 
Martinez, W , Martinez A & J.L. Solka : Exploratory Data Analysis with MATLAB, CRC 
Press, A Chapman & Hall Book, 3rd Edition, 2017 

Reference Books 
1. 

2. 
3. 

Michael Jambu, “Exploratory and multivariate data analysis”, 1991, 1st Edition, 
Academic Press Inc. 
Charu C. Aggarwal, “Data Mining The Text book”, 2015, Springer. 
Craig K. Enders, “Applied Missing Data Analysis”, 2010, 1st Edition, The Guilford Press. 

Mode of Evaluation: CAT / written assignment / Quiz / FAT / Project 

Recommended by Board of Studies 12-05-2022
Approved by Academic Council No. 66 Date 16-06-2022
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Course code Course Title L T P C 
BCSE331P Exploratory Data Analysis Lab 0 0 2 1 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. Emphasize the importance of programming in EDA.
2. Familiarize the student with R programming for various tasks.
3. Explore data structures and file processing facilities in R language.

Course Outcomes 
At the end of the course, the student will be able to 

1. Engrave simple R programs.
2. Debug and execute R programs using R studio.
3. Implement several algorithms in R language.

Indicative Experiments 
1. Data transformation and pre-processing. Write R programs to read data 

from keyboard and transform it to various ranges like [-3,+3], [-1,+1], 
[0,1] etc. 

4 hours 

2. Write R programs to read data from keyboard or text files and compute 
summary measures like arithmetic mean, median, mode, variance and 
standard deviation. Also read a set of X,Y values and find covariance 
and correlation, use statistical techniques to identify outlier data 

6 hours 

3. Estimation of missing data, global methods, class based methods, 
multiple imputation methods etc 

6 hours 

4 Exploratory Data Analysis for Structured Data 4 hours 
4. Write R programs to implement the k-means clustering algorithm by 

reading the data and user-specified value of k. Display the 
characteristics of the clusters found by the algorithm. 

6 hours 

5. Write R programs for nearest neighbour algorithms for classification 4 hours 
Total Laboratory Hours 30  hours 

Mode of assessment: Continuous assessment / FAT / Oral examination and others 
Recommended by Board of Studies 12-05-2022
Approved by Academic Council No. 66 Date 16-06-2022
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Course code Course Title L T P C 
BCSE332L Deep Learning 3 0 0 3 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. Introduce major deep neural network frameworks and issues in basic neural
networks.

2. To solve real world applications using Deep learning.

Course Outcomes 
At the end of this course, student will be able to: 

1. Understand the methods and terminologies involved in deep neural network,
differentiate the learning methods used in Deep-nets.

2. Identify and apply suitable deep learning approaches for given application.
3. Design and develop custom Deep-nets for human intuitive applications.
4. Design of test procedures to assess the efficiency of the developed model.
5. To understand the need for Reinforcement learning in real – time problems.

Module:1 Introduction to neural networks  and deep neural networks 7 hours 
Neural Networks Basics - Functions in Neural networks – Activation function, Loss function - 
Function approximation - Classification  and Clustering problems - Deep networks basics - 
Shallow neural networks – Activation Functions – Gradient Descent – Back Propagation – 
Deep Neural Networks – Forward and Back Propagation – Parameters – Hyperparameters. 
Module:2 Improving deep neural networks 8 hours 

Mini-batch Gradient Descent – Exponential Weighted Averages – Gradient Descent with 
Momentum – RMSProp and Adam Optimization – Hyperparameter tuning – Batch 
Normalization – Softmax Regression – Softmax classifier – Deep Learning Frameworks – 
Data Augmentation - Under-fitting Vs Over-fitting. 
Module:3 Convolution neural networks 6 hours 

Foundations of Convolutional Neural Networks – CNN operations – Architecture – Simple 
Convolution Network – Deep Convolutional Models – ResNet, AlexNet, InceptionNet and 
others. 
Module:4 Recurrent networks 6 hours 
Recurrent Neural Networks - Bidirectional RNNs, Encoder, Decoder, Sequence-to-Sequence 
Architectures, Deep Recurrent Networks, Auto encoders - Bidirectional Encoder 
Representations from Transformers (BERT). 
Module:5 Recursive neural networks 6 hours 
Long-Term Dependencies - Echo State Networks - Long Short-Term Memory and Other 
Gated RNNs - Optimization for Long-Term Dependencies - Explicit Memory. 
Module:6 Advanced Neural networks 6 hours 
Transfer Learning – Transfer Learning Models – Generative Adversarial Network and their 
variants – Region based CNN – Fast RCNN - You Only Look Once – Single shot detector. 
Module:7 Deep reinforcement learning 5 hours 
Deep Reinforcement Learning – Q-Learning – Deep Q-Learning – Policy Gradients - 
Advantage Actor Critic (A2C) and Asynchronous Advantage Actor Critic (A3C)  – Model 
based Reinforcement Learning – Challenges. 
Module:8 Contemporary issues 1 hour 

Total Lecture hours: 45 Hours 

Text Book(s) 
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1. Ian Goodfellow Yoshua Bengio Aaron Courville, Deep Learning, MIT Press, 2017. 
2 Michael Nielsen, Neural Networks and Deep Learning, Determination Press, first 

Edition, 2013. 
Reference Books 
1. N D Lewis, Deep Learning Step by Step with Python, 2016. 
2. Josh Patterson, Adam Gibson, Deep Learning: A Practitioner's Approach, O'Reilly 

Media, 2017. 
3 Umberto Michelucci, Applied Deep Learning. A Case-based Approach to Understanding 

Deep Neural Networks, Apress, 2018. 
4 Giancarlo Zaccone, Md. RezaulKarim, Ahmed Menshawy, Deep Learning with 

TensorFlow: Explore neural networks with Python, Packt Publisher, 2017. 
Mode of Evaluation: CAT / Written Assignment / Quiz / FAT 

Recommended by Board of Studies 09-05-2022
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Course code Course Title L T P C 
BCSE332P Deep Learning Lab 0 0 2 1 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. Introduce major deep neural network frameworks and issues in basic neural networks.
2. To solve real world applications using Deep learning.

Course Outcomes 
At the end of this course, student will be able to: 

1. Understand the methods and terminologies involved in deep neural network,
differentiate the learning methods used in Deep-nets.

2. Identify and apply suitable deep learning approaches for given application.
3. Design and develop custom Deep-nets for human intuitive applications.
4. Design of test procedures to assess the efficiency of the developed model.
5. Understand the need for Reinforcement learning in real – time problems.

Indicative Experiments 
1. Demonstration and implementation of Shallow architecture, using 

Python, Tensorflow and Keras. 

• Google Colaboratory - Cloning GitHub repository, Upload Data,
Importing Kaggle's dataset, Basic File operations

• Implementing Perceptron,
• Digit Classification : Neural network to classify MNIST dataset

10 hours 

2. Hyper parameter tuning and regularization practice - 
• Multilayer Perceptron (BPN)
• Mini-batch gradient descent,

4 hours 

3. Convolution Neural Network application using Tensorflow and Keras, 
• Classification of MNIST Dataset using CNN
• Face recognition using CNN

4 hours 

4. Object detection using Transfer Learning of CNN architectures 2 hours 

5. Image denoising (Fashion dataset) using Auto Encoders 
• Handling Color Image in Neural Network aka Stacked Auto

Encoders (Denoising)

2 hours 

6. Text processing, Language Modeling using RNN 2 hours 

7. Transfer Learning models for classification problems 2 hours 

8. Sentiment Analysis using LSTM 2 hours 

9. Image generation using GAN 2 hours 

Total Laboratory Hours 30 hours 
Mode of Evaluation: CAT / Mid-Term Lab/ FAT 

Recommended by Board of Studies 09-05-2022
Approved by Academic Council No. 66 Date 16-06-2022
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Course code Course Title L T P C 
BCSE333L Statistical Inference 2 0 0 2 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. To study statistical methods for hypotheses testing and solving inference
problems.

2. To interpret the results in a way that draws evidence-based and well-informed
decisions from data.

3. To derive conclusions from data and analyze its implications.

Course Outcomes 
At the end of the course, the student will be able to 

1. Understand the notion of a parametric model, point estimation of the parameters
and properties of a good estimator.

2. Learn the concept of interval estimation and confidence intervals.
3. Understand and perform large-sample tests of hypotheses.
4. Discuss nonparametric tests of hypotheses.
5. Translate and correlate the statistical analysis into Statistical inference

Module:1 Introduction to Estimator 4 hours 
Population, sample, parameter and statistic- Estimator,  Estimate-characteristics of a good 
estimator – Unbiasedness- Consistency-Invariance property of Consistent estimator- 
Sufficient condition for consistency- Sufficiency- Factorization Theorem- Minimal sufficiency- 
Efficiency- Applications of Lehmann-Scheffe’s theorem, Rao - Blackwell Theorem and 
applications. Bayesian Estimation. 
Module:2 Point Estimation 5 hours 
Methods of point estimation- Maximum likelihood method (the asymptotic properties of ML 
estimators are not included), Large sample properties of ML estimator (without proof)- 
applications of MLE, Method of Minimum variance, method of moments, method of least 
squares, method  of  minimum  chi-square.   
Module:3 Interval Estimation 3 hours 
Confidence limits and confidence coefficient; Duality between acceptance region of a test 
and a confidence interval; Construction of confidence intervals for population proportion 
(small and large samples) and between two population proportions(large samples); 
Confidence intervals for mean and variance of a normal population; Difference between the 
mean and ratio of two normal populations. 
Module:4 Testing of hypotheses 4 hours 
Types of errors, power of a test, most powerful tests; Neyman-Pearson Fundamental 
Lemmaand its applications; Notion of Uniformly most powerful tests; Likelihood Ratio tests: 
Description and property of LR tests - Application to standard distributions. 
Module:5 Large sample tests 4 hours 
Large  sample properties;  Tests  of  significance  (under  normality  assumption)-  Test  for  
a single population   mean,   proportion;   Test   for   equality   of   two   means,   proportions;  
Test for variance, Test for correlation and Test for Regression. 
Module:6 Small sample tests 4 hours 
Student’s t-test, test for a population mean, equality of two population means, paired t-test, 
F-test for equality  of  two population variances;  Chi-square test for goodness of fit,
independence of attributes.
Module:7 Non-parametric tests 4 hours 
Sign test, Wilcoxon Signed rank test, Median test, Wilcoxon-Mann-Whitney test, Run test 
and One sample Kolmogorov Smirnov test, Kruskal Wallis-H-test: Description, properties 
and applications. 
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Module:8 Contemporary Issues 2 hours 

Total hours 30 hours 

Text Book(s) 
1. 

2. 

Robert V Hogg, Elliot A Tannis and Dale L.Zimmerman, Probability and Statistical 
Inference, 9th Edition, Pearson publishers, 2015. 
Manoj Kumar Srivastava and Namita Srivastava, Statistical Inference Testing of 
Hypotheses, Prentice Hall of India, Kindle Edition, 2014. 

Reference Books 
1. Marc S. Paolella, Fundamental statistical inference: A computational approach, Wiley, 

2018. 
2. B. K. Kale and K. Muralidharan, Parametric Inference, Narosa Publishing House, 2016. 
3. Miller, I and Miller, M, John E. Freund's Mathematical statistics with Applications, 

Pearson Education, 2002. 
4. George Casella and Roger L.Berger, Statistical Inference, 2nd edition, Casebound 

Engelska, 2002. 
Mode of Evaluation: CAT / written assignment / Quiz / FAT / Project / Seminar 
Recommended by Board of Studies 12-05-2022
Approved by Academic Council No. 66 Date 16-06-2022
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Course code Course Title L T P C 
BCSE333P   Statistical Inference Lab 0 0 2 1 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. To study statistical methods for hypotheses testing and solving inference
problems.

2. To interpret the results in a way that draws evidence-based and well-informed
decisions from data.

3. To derive conclusions from data and analyze its implications.
Course Outcomes 
At the end of the course, the student will be able to 

1. Understand the notion of a parametric model, point estimation of the parameters
and properties of a good estimator.

2. Conquer the concept of interval estimation and confidence intervals.
3. Analyze and perform large-sample tests of hypotheses.
4. Discuss nonparametric tests of hypotheses.
5. Translate and correlate the statistical analysis into Statistical inference

Indicative Experiments 
1 Methods of Estimation – MLE and Method of Moments 2 hours 
2 Estimation of Confidence intervals 4 hours 
3 P- value and Power of the test 2 hours 
4 Large Sample Tests- Test for Population mean & Population 

proportions  
4 hours 

5 Small Sample Tests – t – test for population mean, Paired t-test 4 hours 
6 F- test for population variances 2 hour 
7 Chi-square test for goodness of fit and test for attributes 4 hours 
8 Test for correlation and test for regression 6 hours 
9 Non-parametric tests 4 hours 

Total Laboratory Hours 30 hours 
Mode of assessment: Continuous assessment / FAT / Oral examination and others 
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Course Code Course Title L T P C 
BCSE334L Predictive Analytics 3 0 0 3 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. Learn the fundamental principles of analytics for business and learn how to
Visualize and explore data to better understand relationships among variables.

2. To understand the techniques of modeling and examine how predictive analytics
can be used in decision making.

3. Apply predictive models to generate predictions for new data.

Expected Course Outcome 
Upon completion of the course the student will be able to 

1. Understand the importance of predictive analytics and processing of data for
analysis.

2. Describe different types of predictive models.
3. Apply regression and classification model on applications for decision making

and evaluate the performance.
4. Analyze the impact of class imbalance on performance measure for model

predictions and models that can mitigate the issue during training.
5. Define and apply time series forecasting models in a variety of business contexts.

Module:1 Introduction to Analytics   5 hours 
Introduction to predictive analytics – Business analytics: types, applications- Models: 
predictive models – descriptive models – decision models - applications - analytical 
techniques. 
Module:2 Data Pre-processing and Model Tuning 6 hours 
Data transformations: Individual predictors, Multiple predictors, Dealing with missing values, 
Removing. Adding, Binning Predictors, Computing, Model Tuning, Data Splitting, 
Resampling. 
Module:3 Predictive Modeling 6 hours 
Propensity models, cluster models, collaborative filtering, applications and fundamental 
limitations. Statistical Modeling- Formal Definition, Model Comparison, Classification. 

Module:4 Comparison of Regression Models 7 hours 
Measuring Performance in Regression Models - Linear Regression and Its Cousins - Non-
Linear Regression Models - Regression Trees and Rule-Based Models Case Study: 
Compressive Strength of Concrete Mixtures. 
Module:5 Comparison of Classification Models 7 hours 
Measuring Performance in Classification Models - Discriminant Analysis and Other Linear 
Classification Models - Non-Linear Classification Models - Classification Trees and Rule-
Based Models - Model Evaluation Techniques. 
Module:6 Remedies for Severe Class Imbalance 6 hours 
The Effect of Class Imbalance - Model Tuning - Alternate Cutoffs - Adjusting Prior 
Probabilities - Unequal Case Weights - Sampling Methods - Cost-Sensitive Training. 
Measuring Predictor Importance - Factors that can affect Model Performance. 
Module:7 Time Series Analysis 6 hours 
Methods for time series analyses – Analysis: Motivation – Exploratory analysis – Prediction 
and forecasting – Classification – Regression analysis – Signal estimation – Segmentation. 
Models – Autoregressive model - Partial autocorrelation function. 
Module:8 Contemporary Issues 2 hours 

Total Lecture Hours: 45 hours 

Item 66/20 - Annexure - 16

Proceedings of the 66th Academic Council (16.06.2022) 342



Text Book(s) 
1. 
2. 

Kuhn, Max, and Kjell Johnson. Applied Predictive Modeling, 3rd Edition, Springer, 2019. 
Jeffrey Strickland, Predictive analytics using R, Simulation educators, Colorado 
Springs, 2015. 

Reference Books 
1. Anasse Bari, Mohamed Chaouchi, Tommy Jung, Predictive Analytics for dummies, 2nd 

edition Wiley, 2016. 
2. Daniel T.Larose and Chantal D.Larose, Data Mining and Predictive Analytics, 2nd 

edition Wiley, 2015. 

Mode of Evaluation: CAT / Assignment / Quiz / FAT / Project / Seminar 
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Course code Course Title L T P C 
BCSE335L Healthcare Data Analytics 3 0 0 3 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. Describe how data-based healthcare can help in improving outcomes for patient
health.

2. To design data models that combine patient records from multiple sources to form a
patient centric view of data.

3. To use data analytics to find health concerns and solutions to the problem faced by a
patient.

4. To find meaningful patterns and trends in healthcare data to help the overall
population.

Course Outcomes 
At the end of the course, the student will be able to 

1. Explain the concepts of Healthcare Data Analytics and healthcare foundations.
2. Apply machine learning techniques on healthcare data analytics.
3. Measure and analyse the quality of health-care systems.
4. Develop models for effective predictions in healthcare applications.
5. Use modern day emerging technologies in healthcare data analytics process.

Module:1 Introduction to Healthcare Data Analytics 3 hours 
Introduction – Need for Healthcare Analytics - Foundations of Healthcare Analytics – 
Examples of Healthcare Analytics. 
Module:2 Healthcare Foundations  5 hours 
Healthcare delivery - Healthcare financing - Healthcare policy – Handling Patient data: the 
journey from patient to computer - Standardized clinical codesets - Breaking down 
healthcare analytics: population, medical task, data format, disease.  
Module:3 Machine Learning Foundations for Healthcare 8 hours 
Model frameworks for medical decision making: Tree-like reasoning, Probabilistic reasoning 
and Bayes theorem, Criterion tables and the weighted sum approach, Pattern association 
and neural networks - Machine learning pipeline: Loading the data, Cleaning and 
preprocessing the data, Exploring and visualizing the data, Selecting features, Training the 
model parameters, Evaluating model performance. 
Module:4 Measuring Healthcare Quality 8 hours 
Introduction to healthcare measures, Medicare value-based programs: The Hospital Value-
Based Purchasing (HVBP) program, The Hospital Readmission Reduction (HRR) program, 
The Hospital-Acquired Conditions (HAC) program, The End-Stage Renal Disease (ESRD) 
quality incentive program, The Skilled Nursing Facility Value-Based Program (SNFVBP), 
The Home Health Value-Based Program (HHVBP), The Merit-Based Incentive Payment 
System (MIPS). 
Module:5 Making Predictive Models in Healthcare 8 hours 
Introduction to Predictive Analytics – Obtaining and Importing the NHAMCS Dataset – 
Making the Response Variable - Splitting the Data into Train and Test Sets - Preprocessing 
the Predictor Variables – Building the Models – Using the Models to Make Predictions – 
Improving our Models. 
Module:6 Healthcare Analytics Applications 6 hours 
Introduction - Descriptive Analytics Applications - Predictive Analytics Applications - 
Prescriptive Analytics Application. 
Module:7 Healthcare and Emerging Technologies 5 hours 
Healthcare analytics and the internet - Healthcare and the Internet of Things - Healthcare 
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analytics and social media - Healthcare and deep learning - Obstacles, ethical issues, and 
limitations.  
Module:8 Contemporary Issues 2 hours 

Total Lecture hours 45 hours 

Text Book(s) 
1. Kumar, Vikas Vik. Healthcare Analytics Made Simple: Techniques in healthcare 

computing using machine learning and Python. Packt Publishing Ltd, 2018. 
2. El Morr, Christo, and Hossam Ali-Hassan. Analytics in healthcare: a practical 

introduction. Springer, 2019. 
Reference Books 
1. Dinov, Ivo D. "Data Science and Predictive Analytics." Springer, Ann Arbor, MI, USA 

https://doi. org/10 1007 (2018): 978-3. 
2. Yang, Hui, and Eva K. Lee, eds. Healthcare analytics: from data to knowledge to 

healthcare improvement. John Wiley & Sons, 2016. 

Mode of Evaluation: CAT / written assignment / Quiz / FAT / Project / Seminar / group 
discussion 
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Course code Course Title L T P C 
BCSE336L Financial Data Analytics 2 0 0 2 
Pre-requisite NIL Syllabus version 

  1.0 
Course Objectives 

1. To learn to model financial time series using liner ARMA type time series.
2. To study and analyze to test and model heteroscedastic effects using ARCH /

GARCH type time series.
3. To learn how to test for unit root and construct ARMA models.

Course Outcomes 
At the end of the course, the student will be able to 

1. Approach and analyze any financial data.
2. Differentiate between various time series models.
3. Perform cross-validation of various financial models developed.
4. Forecast future observations on financial data.

Module:1 Financial data and their properties 4 hours 
Asset Returns – Bond Yields and Prices – Implied Volatility – Examples and Visualization of 
financial data – Multivariate returns. 
Module:2 Linear models for financial time series 4 hours 
Simple autoregressive models – Simple moving average models – Simple ARMA models – 
Unit Root nonstationarity – Exponential smoothing. 
Module:3 Seasonal and Long memory models 4 hours 
Seasonal models – Regression models with time series errors – Long memory models. 
Module:4 Asset Volatility and Volatility models 4 hours 
Characteristics of Volatility – Structure of a model – Testing for ARCH Effect – ARCH Model 
– GARCH Model – GARCH-M Model – Exponential Garch Model – Threshold GARCH
model – Stochastic volatility model – alternative approaches.
Module:5 Applications of Volatility Models 4 hours 
Garch Volatility Term structure – Option pricing and hedging – Time Varying Correlations 
and Betas – Minimum Variance Portfolios – Prediction. 
Module:6 High Frequency Financial Data 4 hours 
Nonsynchronous trading – Bid ask spread of trading prices – Empirical characteristics of 
trading data – Models for price changes.  
Module:7 Value at Risk 4 hours 
Risk measure and Coherence – Risk metrics –Extreme value approach to Value at Risk – 
Peak over thresholds. 
Module:8 Contemporary Issues 2 hours 

Total Lecture hours: 30 hours 
Text Book(s) 
1. Ruey S. Tsay An Introduction to Analysis of Financial Data with R, Wiley, 2013. 
Reference Books 
1. Analysis of Financial Time Series, by Ruey S. Tsay, 3rd edition, Wiley Series in 

Probability and Statistics, 2010. 
2. William G. Foote, Financial Engineering Analytics: A Practice Manual Using R, 2018. 
3. Statistical Analysis of Time-Series Data in SPlus, by Ren´e Carmona, Springer, March 

4, 2004. 
Mode of Evaluation: CAT / written assignment / Quiz / FAT / Project / Seminar 
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Course code Course Title L T P C 
BCSE336P Financial Data Analytics Lab 0 0 2 1 
Pre-requisite NIL Syllabus version 

1.0 
Course Objectives 

1. Learn how to model financial time series using liner ARMA type time series.
2. Study how to test and model heteroscedastic effects using ARCH / GARCH type time

series.
3. Acquire how to test for unit root and construct ARMA models.

Course Outcome 
At the end of the course, the student will be able to 

1. Approach and analyze any financial data.
2. Differentiate between various time series models.
3. Perform cross-validation of various financial models developed.
4. Forecast future observations on financial data.

Indicative Experiments 
1. Given a simple daily return of a concern as data, implement and 

execute a R program to compute the sample mean, standard deviation, 
skewness, excess kurtosis, minimum and maximum of each simple 
return series. 

8 hours 

2. Consider the daily range (daily high–daily low) of Apple stock from 
January 2, 2007 to December 23, 2011. One can obtain the data by the 
package quantmod from Yahoo. Compute the first 100 lags of ACF of 
the series. Is there evidence of long-range dependence? Why? If the 
range series has long memory, build an ARMA model for the data. 

8 hours 

3. Consider the 30-year conventional mortgage rates from April 
1971 to November 2011. Build a pure time series model for the monthly 
mortgage rate. Perform model checking and find the fitted model. 

8 hours 

4. Use the quantmod package to obtain the daily prices of Apple stock 
from 
January 2, 2007, to November 30, 2011. 
Use an ARMA–GARCH model to obtain the daily volatility of the stock. 
Compare the three volatility series. 

6 hours 

Total Laboratory Hours 30  hours 
Mode of assessment: Continuous assessment / FAT / Oral examination and others 
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